Past radiological exams alongside
expert annotations improve long-

range dependency and generalisation
of image-report generation model
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